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a b s t r a c t

The artificial olfaction, based on electronic systems (electronic noses), includes three basic functions that
operate on an odorant: a sample handler, an array of gas sensors, and a signal-processing method. The
response of these artificial systems can be the identity of the odorant, an estimate concentration of the
odorant, or characteristic properties of the odour as might be perceived by a human. These electronic
noses are bio inspired instruments that mimic the sense of smell.

The complexity of most odorants makes characterisation difficult with conventional analysis
techniques, such as gas chromatography. Sensory analysis by a panel of experts is a costly process since
it requires trained people who can work for only relatively short periods of time. The electronic noses are
easy to build, provide short analysis times, in real time and on-line, and show high sensitivity and
selectivity to the tested odorants. These systems are non-destructive techniques used to characterise
odorants in diverse applications linked with the quality of life such as: control of foods, environmental
quality, citizen security or clinical diagnostics.

However, there is much research still to be done especially with regard to new materials and sensors
technology, data processing, interpretation and validation of results.

This work examines the main features of modern electronic noses and their most important
applications in the environmental, and security fields. The above mentioned main components of an
electronic nose (sample handling system, more advanced materials and methods for sensing, and data
processing system) are described. Finally, some interesting remarks concerning the strengths and
weaknesses of electronic noses in the different applications are also mentioned.

& 2014 Elsevier B.V. All rights reserved.
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1. Introduction

The human nose is much more complicated than other human
senses like the ear and the eye, at least regarding the mechanisms
responsible for the primary reaction to an external stimulus.
Therefore it has been much simpler to mimic the auditory and
the visual senses. In olfaction hundreds of different classes of
biological receptors are involved. Although several interesting
developments have been made regarding so-called electronic
noses, their performance is far from that of our olfactory sense.
They are not as sensitive as our nose to many odorous compounds.
The human nose contains approximately 50 million cells in the
olfactory epithelium that act as primary receptors to odorous
molecules. There are about 10,000 primary neurons associated
with these primary receptors that link into a single secondary
neuron which in turn feeds the olfactory cortex of the brain [1].
This parallel architecture suggests an arrangement that could lead
to an analogous instrument capable of mimicking the biological
system. Despite this difference, chemical sensor arrays combined
with pattern recognition methods are very useful in many prac-
tical applications such as monotonous tasks in environment and
food quality control and security. Electronic noses are thus emer-
ging as a new type of instrumentation, which can be used to
measure the quality or identify an aroma of a compound [2]. They
work in a similar way and have, in that respect, a large similarity
with the human nose [3,4].

The electronic nose is an electronic system that tries to imitate
the structure of the human nose, so the first step is the interaction
between volatile compounds (usually a complex mixture) with the
appropriate receptors: olfactory receptors in the biological nose
and a sensor array in the case of the electronic nose fulfilling the
rule. “One odorant receptor is sensitive to multiple smells and one
smell is detected by multiple odorant receptors”. The next step is
the storage of the signal generated by the receptors in the brain or
in a pattern recognition database (learning stage) and later the
identification of one odour stored (classification stage).

Vertebrate olfactory systems can identify and distinguish vola-
tile compounds (odorants) of diverse molecular structures with
high accuracy. The mammalian nose can detect certain compounds
in concentrations as low as a few parts per trillion [5]. Such
performances are due to numerous olfactory receptors (ORs)
expressed by olfactory sensory neurons and their subsequent
neuronal processing.

Each of the ORs can bind to numerous odorants with specific
affinities, although some receptors are relatively restricted to a set
of few chemically related compounds in the process of sensing the
smell, the binding of specific odorants to the OR proteins is the
initiation step in odour recognition and the triggering of signal
transduction in a cell. In [6] it is stated that “Given the fantastic
odour space detected by the olfactory receptors, it is tempting to
harness them to some generic electronic devices that could be
endowed with some of the most prominent properties of animal
olfaction: discrimination, specificity and sensitivity.” Recent stu-
dies have led to a more refined understanding of olfactory neurons
and the mechanisms involving odorant detection [7].

The joint efforts of biologists and biochemists have revealed
that olfactory receptor achieve odorant identification and signal
transduction by employing molecular elements. An olfactory
system plays an important role in identifying food and recognising
environmental conditions. Olfactory sensing can be used for
detecting human diseases [8–11], food contamination or hazar-
dous agents [12–18]. Currently, olfactory research is focused on the
discovery of potential commercial applications. Biomimetic design
of an electronic nose on the principle of the mammalian olfactory
system can aid in increased sensitivity and selectivity [19] for
various trace level odorant detection applications. Different com-
ponents of the biological olfactory system are being used for
fabricating sensors.

This paper describes the state of the art of the use of electronic
noses in: environmental quality monitoring, and citizen safety and
security.

An electronic nose is a machine that is designed to detect and
discriminate among complex odours using a sensor array. The
sensor array consists of broadly-tuned (non-specific) sensors that
are treated with a variety of odour-sensitive biological or chemical
materials.

An odour stimulus generates a characteristic fingerprint
(or “smellprint”) from the sensor array. Patterns or fingerprints
from known odours are used to construct a database and train a
pattern recognition system so that unknown odours can subse-
quently be classified and identified [2]. This is the classical concept
of an e-nose; however, in recent years, as discussed below, the
classical sensor types used for e-noses have been enhanced and
complemented by other technologies introduced in this field.

An accepted definition of an electronic nose is: “an instrument
which comprises an array of electronic chemical sensors with
partial specificity and an appropriate pattern recognition system,
capable of recognising simple or complex odours and tries to
characterise different gas mixtures [3]. This definition restricts the
term electronic nose to those types of sensor array systems that
are specifically used to sense odorous molecules in an analogous
manner to the human nose. However, the architecture of an
electronic nose has much in common with the multisensor
systems, designed for the detection and quantification of indivi-
dual components in a simple gas or vapour mixture. A simple flow
chart of the typical structure of an electronic nose consists of an
aroma extraction technique or air flow system which switches the
reference air and the tested air; an array of chemical sensors which
transform the aroma into electrical signals; an instrumentation
and control system to measure the sensors signal and a pattern
recognition system to identify and classify the aroma of the
measured samples in the classes previously learned when using
supervised learning or perform by itself the classification in
unknown classes. It uses currently a number of individual sensors
(typically 5–100) whose selectivity towards different molecules
overlaps. The response from a chemical sensor is usually measured
as the change of some physical parameter, e.g. conductivity,
frequency or current. The response times for these devices range
from seconds up to a few minutes. By teaching a computer
(or hardware) to recognise different patterns, it should now be
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able to classify the compounds belonging to the different classes of
learned patterns. A very important part of the electronic nose is
thus an efficient technique for pattern recognition.

Nevertheless and in a broader sense, electronic nose instru-
ments are composed of three elements, namely: (i) a sample
handling system, (ii) a detection system, and (iii) a data processing
system, which will be described hereafter.

2. Sample handling system

Although a considerable amount of attention is normally given
to the selection of the most suitable type of analyser to perform
the desired analytical task, a similar amount of attention is all
frequently not extended to the sample conditioning system. This
may be due to a lack of understanding of the importance of this
part of the complete system. A well-designed, properly applied
measuring system can do no better than give a correct analysis of
the sample being supplied to it. If the sample is not representative
of the process, there is nothing an analyser can do to correct the
situation, and the analytical data cannot be used for control
purposes. The results of poorly designed sample conditioning vary
from the analyser not operating at all to an analyser operating only
with extremely high maintenance requirements and/or giving
erroneous or poor data.

Sample handling is a critical step affecting the analysis by
e-noses. The quality of the analysis can be greatly improved by
adopting an appropriate sampling technique.

To introduce the volatile compounds present in the headspace
(HS) of the sample into the e-noses detection system, several
sampling techniques have been used in literature [20].

1. The static headspace (SHS) technique consists of placing the
sample in a hermetically sealed vial and then, once equilibrium
has been established between the matrix and the gaseous
phase, the compounds are carried onto the sensors. Sample
temperature, equilibration time, vial size and sample quantity
are the main parameters that have to be optimised. Due to the
poor repeatability of the manual HS injection, it is recom-
mended that an automatic HS sampler be used. Usually the
vapour is transferred to the sensors by a constant flow of an
inert gas. Usually the vapour is transferred to the sensors by a
constant flow of an inert gas.

2. Purge and trap (P&T) and dynamic headspace (DHS) techniques
have been used in some applications to increase sensitivity,
since they provide a pre-concentration of volatile compounds.
In these systems, the volatile components are purged by a
stream of inert gas and trapped onto an adsorbent. In the case
of P&T, the gas flow is injected through the sample, whereas, in
the case of DHS, only the HS is purged with the gas. The
constant depletion of the HS leads to a displacement of the
equilibrium in favour of desorption of these molecules from the
matrix. The trapped molecules are subsequently desorbed by
heating and introduced into the detection system. Apart from
the choice of trap, the main parameters to optimise are the
temperature of the sample, the equilibration time, the flow rate
of the extractor gas and the purge time of the HS.

3. Solid-phase micro-extraction (SPME) is a user-friendly pre-
concentration method. The principle involves exposing a silica
fibre covered with a thin layer of adsorbent in the HS of the
sample in order to trap the volatile components onto the fibre.
The adsorbed compounds are then desorbed by heating and
introduced into the detection system. Apart from the nature
of the adsorbent deposited on the fibre, the main parameters
to optimise are the equilibration time, the sample temper-
ature and the duration of extraction. This technique has a

considerable concentration capacity and is very simple because,
unlike P&T or DHS, it does not require special equipment.

4. Stir bar sorptive extraction (SBSE) is a magnetic bar coated with
polymers, which can be held in the HS for sampling. Its loading
capacity is much higher than that of SPME. Even though it has
been developed only recently, SBSE is a promising extraction
technique when a very high sensitivity is required.

5. Inside-needle dynamic extraction (INDEX) is also a pre-
concentration technique [21]. The INDEX needles contain an
absorbing polymer phase very much like a fixed bed. The
volatile compounds are forced through the needle by repeated
aspiration/ejection motions of the syringe plunger. The poten-
tial advantage of this system compared to SPME lies in its
mechanical robustness and the possibility of increasing the
amount of absorbing polymer as well as the surface area
available for adsorbing volatile compounds.

3. Detection system: sensors

Over the past decades, several kinds of gas sensors have been
developed based on different sensing materials and various
transduction platforms forming integrated multisensors (electro-
nic noses), which supposes the most advanced instruments for a
global monitoring.

Among gas-sensing materials it is important to consider metal-
oxide semiconductors, conducting and composite polymers, and
other novel materials.

These devices can be applied on different transduction units
including chemo-resistive, surface acoustic wave (SAW), quartz
crystal microbalance (QCM), optical transducers and MOSFET
(metal-oxide-semiconductor field-effect transistor) [22].

3.1. Metal-oxide sensors

Semiconductor metal-oxide based gas sensors have been stu-
died for many years, despite this further research is ongoing
mainly to improve their sensitivity, selectivity and stability.
Several commercial available e-noses based on this technology
are now available as PEN-3 for Airsense Analytics and Fox 4000
from Alpha Mos.

Sputtering, thermal vacuum deposition, chemical vapour
deposition (CVD), and the sol–gel process are the most widely
used deposition techniques to grow the sensitive layers. They are
deposited either as a thick or thin film over different types of
substrates mainly ceramic or silicon. Although they are strongly
affected by water and ethanol, coupled with selective extraction
techniques and a careful design, e-noses with a great discrimina-
tion power can be realised.

Chemiresistive semiconducting metal oxides are the main
candidates due to their very low cost, high sensitivity, fast
response/recovery time, simple electronic interface, ease of use,
low maintenance and ability to detect large number of gases [23].
There are two main types of semiconducting metal oxide sensors
including n-type whose majority carrier is electron (such as zinc
oxide, tin dioxide, titanium dioxide, iron (III) oxide, etc.) and
p-type whose majority carrier is hole (nickel oxide, cobalt oxide
and others) [24,25]. The majority of semiconducting metal oxides
are n-type because electrons are produced via oxygen vacancies.

The gas sensing characteristics such as gas response, response
speed, and selectivity are greatly influenced by the surface area,
donor density, agglomeration, porosity, acid-base property of the
sensing material, the presence of catalysts, and the sensing
temperature [26,27]. The response of metal oxide sensors gener-
ally depends on film thickness and operating temperature. The
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response to a particular gas can be greatly improved by adding a
catalytic metal to the oxide but excessive loading can reduce
response [28]. The grain size of the oxide also affects the response
and selectivity to specific gases because grain boundaries perform
as electron scattering centres [29–31]. Smaller grain metal oxide
sensors would be more sensitive than larger ones.

3.2. Conducting polymer sensors

Gas sensors based on conducting polymers exhibit interesting
properties that make them useful for gas sensors: room tempera-
ture operation, easy to prepare and quick response times amongst
others. Different conducting polymers, as metalloporphyrines,
poly-pyrrole, poly-N-methilpyrrole, polyaniline show important
sensitivities when exposed to different volatile species as: metha-
nol, ethanol, acetone, toluene, ether and aldehydes changing their
electrical resistance [32–34]. Recently, gas sensors have been
fabricated using multi-walled carbon nanotubes (MWCNTs) rein-
forced electrically by conducting polymer composites following
the solution casting method [35].

In spite of some promising perspectives, these sensors lack
specificity, show a limited reproducibility and display a marked
cross sensitivity to water vapour.

3.3. Optical sensors

They have been widely used as chemical sensors in many
applications because their response could be well defined and
precisely measured. Although optical sensors are more compli-
cated than other sensors, give alternative measuring possibilities.
When the light source of sensors excites volatile molecules, a
signal can be measured as an absorbance, reflectance, fluores-
cence, refractive index, colorimetric and chemo-luminiscence. The
output signals from these sensors could be detected by photo
diodes, CCD, CMOS cameras. The most classical method is the
measurement of the absorbance of the analyte in a specific
frequency range. Other alternative as simplest measurement is
the colour change using indicators as metalloporphyrines in a LED
and photodetector system. Majority of optical sensors, generally
uses optical fibres coated with specific dyes generating different
properties when exposed to various gases (VOCs, H2, CH4…)
[36,37].

Imaging technologies seem new promising tools for identify
chemical compounds for many areas of application. These tech-
nologies take advantage of the latest advances in optical principles
for sensing, and data computing: optical imaging (OI) using new
CCD sensing and photoluminescence (PL) of nano-materials. Opti-
cal imaging (OI) based on colorimetric sensor arrays, is a new
technology for odour detection and differentiation. The basic
principle is to use the colour change induced by reaction between
volatiles and arrays of chemically-responsive dyes selected accord-
ing to their sensitivity to volatile compounds that need to be
detected. Organ-metallic compounds as metalloporphyrins are
usually a choice for sensing metal-ligating vapours as they have
sites, large spectral shifts upon ligand binding, and especially
intense coloration [38,39]. The colorimetric array can be built up
by printing selected dyes on a reversed-phase silica-gel plate. The
array responses originate from selective and specific interactions
between the vapour of interest and the metalloporphyrin deposits.
The digital data representing the colour change profiles are then
evaluated using the data-processing methods and pattern-
recognition methods [40]. The colorimetric sensor array allows
the visual identification of a wide range of ligating (amines,
alcohols, ethers, phosphor compounds, thioethers, thiols, halocar-
bons, and ketones) vapours [38,39]. Taking advantage of the large
colour changes induced in metalloporphyrins after ligand binding,

we are able to obtain unique colour-change as finger prints for
each analyte; besides the hydrophobic nature of reversed-phase
silica, water vapour does not affect the performance of the device.
The OI minimises the need for extensive signal-transduction,
making up a colorimetric low-cost, sensor array for detection
and identification of VOCs resulting from the environment, land
fill, chemicals and chemical warfare agents [41,42]. The metal-
oxide nano-wires as ZnO show interesting emission properties of
photoluminiscence (PL) in the range of UV–vis at room tempera-
ture The surface interactions of metal oxides nanowires with gases
can modify the intensity of PL: this effect allows the measurement
of contents on gaseous species measuring the PL signal, permits
arrays of optical chemical sensors that can be used at room
temperature, and removes effects of thermal aging [42–44].These
photoluminiscent (PL) sensors based on an optical transduction
mechanism do not need electrical contacts thus avoiding the
difficulties to handle nanowires. It has recently been shown that
it is possible to excite the PL with an LED emitting in the UV, thus
proving the possibility to set up a low cost wearable device using a
photodiode to read the signal for detecting explosive and warfare
agents.

3.4. Gravimetric/acoustic sensors

Arrays of acoustic wave (AW) devices are widely used in
sensing applications, as, the environmental fields and security
[45–48]. Some types of acoustic wave sensors are: quartz crystal
microbalances, devices based on Rayleigh waves acoustic plated
modes, transverse surface waves and Love waves. Love wave
sensors are suitable to detect CWAs due to the high sensitivity,
fast response, real time detection, stability and low cost.

3.4.1. Quartz crystal microbalance sensors
These sensors, essentially, weigh the amount of gas or vapour

interacting with a sensing layer coated onto a microbalance
[46,49,50]. If a quartz crystal oscillator is coated with a material
such as a gas chromatographic stationary phase the resonance
frequency decreases at a rate quantified by the Sauerbrey equation
[51], provided the acoustic impedance of the coating material does
not change and is similar to that of the quartz. This equation is
used in quartz crystal microbalance measurements. The changeΔf
in the oscillation frequency of a piezoelectric quartz crystal is
given as a function of the mass Δm added to the crystal.

3.4.2. SAW sensors
Saw sensors are based on the propagation of acoustic waves

produced by piezoelectrical materials (quartz, ZnO, LiNbO3, …) in a
multilayer structure. Surface acoustic wave (SAW) devices have
shown proved characteristics as chemical vapour sensors due to
their compact structures, small size, low cost, high sensitivity and
fast response. The basic principle of SAW gas sensors is the
reversible sorption of chemical vapours by a sorbent coating which
is sensitive to the vapour to be detected [52–54]. The vapour is
adsorbed by the sensitive layer resulting in a mass increase of the
coating, which alters the surface wave velocity in the device. The
velocity changes are measured indirectly using the device as the
resonant element in a delay line oscillator circuit and measuring
the frequency shifts due to the vapour sorption. As 90% of the
propagating SAW energy is focused at a depth of one wavelength
from the surface, one of the alternative methods for fabricating
SAW devices is to use layered structures containing piezoelectric
thin films deposited on substrates. This is possible because of
the availability of the techniques of deposition of thin piezo-
electric films and by the compatibility of the technological process
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of fabrication of SAW sensors, with those of planar integrated
circuits [55].

Thus, the research in this field is centred on the development of
materials with good electro-acoustic properties allowing the
fabrication of high frequency devices on silicon substrates with
improved performances and at the same time with a low fabrica-
tion cost. Several polymers are chosen as sensitive layers: The
most used are polymers such as: phtalocianines, ciclodextrins,
organometallic compounds, and rubber polymers as polyepichlor-
ohydrin (PECH), polyetherurethane (PEUT), polybutadiene (PBD),
polydimethylsiloxane (PDMS), OV-225 and OV-275 silicones, and
polyisobutylene (PIB) [56–58]. They are well known commercial
polymers for SAW sensor applications with excellent properties
such as low static glass transition temperature in order to obtain
fast vapour diffusion and reversible response.

3.4.3. Love-wave sensors
The Love-wave sensors are based on a shear horizontal surface

acoustic wave (SH-SAW) propagated on the ST-cut quartz perpen-
dicular to the x crystallographic axis. This SH-SAW generated and
detected by interdigited transducers (IDTs) which are made by the
standard litho-graphic technique. Finally, the SH-SAW is guided in
a film (SiO2, Novolac, etc) in order to obtain a Love wave. Love
sensors show larger sensitivity than SAW sensors and owing to the
guided film are available for detecting gases solved in liquid
samples and after a suitable functionalization of the sensing layer
that allows placing antibodies that act as different immunosensors
[59–61].

3.5. New materials and structures for sensors

3.5.1. Nanostructured sensors
Nano-crystalline and nano-structured materials are great can-

didates for improving sensitivity of gas sensing. A number of
nanostructured materials such as quasi-1D metal oxides (nano-
MOX), carbon nanotubes [62,63], nanoparticles, and nanoporous
structures have been developed for sensing applications. Some of
these materials have mono crystalline structures with well-
defined chemical composition, surface terminations, free from
dislocation and other extended defects, such variety of morphol-
ogies including nanowires, core-shell nanowires, nanofibres,
nanobelts, hierarchical hollow nanostructures, nanorods, and
mesoporous films [64–66]. The nanostructures exhibit several
advantages with respect to their traditional thin/thick film coun-
terparts including very large surface-to-volume ratio, dimensions
comparable to the extension of surface charge region, superior
stability owing to their high crystallinity, relatively simple pre-
paration methods and possible functionalization of their surfaces
with target specific receptor species [67–69]. In addition, nano-
MOX may exhibit physical properties which are significantly
different from their coarse-grained polycrystalline counterparts
because of their nano-sized dimensions. Due to the increase of
their specific surface area, surface effects are dominated, leading to
the enhancement of surface related properties such as catalytic
activity or surface adsorption, which are key properties for super-
ior chemical sensors production [70–73].

Also several reports about nanofibres as sensitive layer of
acoustic wave (AW) sensors have been published [74,75] and
there is an increase in the use of the electrospinning technique
to deposit them on AW sensors.The combination of Love-wave
devices with different elesctrospun nanofibers can provide sub-
stantial advantages to detect VOCs, such as higher sensitivity and
selectivity, and lower insertion losses of the devices. However, as
far as we know, only there is a reference of the use of an array of

Love-wave devices with electrospun nanofibres of polymers to
detect VOCs, realised in our laboratory [76].

3.5.2. Graphene chemical sensors and biosensors
Recently, Graphene, RGO (reduced grapheno oxide) and some

derived composites appear as important candidates for chemical
and biological sensors, because they can detect even the lowest
level of target species due to their extremely high surface to
volume ratio with almost all the atoms exposed to the environ-
ment. Based on its two-dimensional monolayer of carbon atoms,
as a building block of sp2 bonded carbon materials it should be
well-suited in some cases for the detection of adsorbates when
different functionalities are placed on the edge [77–79], which are
very sensitive to changes in the chemical and biological environ-
ment. Their excellent electrical and mechanical properties, [80–83]
showing very large electron mobility at room temperature, result
in a very high sensitivity. Growing interest in graphene as a sensor
is also due to its exceptional electronic properties [84–87] demon-
strated experimentally and its potential application, in micro/nano
electronic devices and chemical/bio-sensors. Recent improve-
ments on graphene deposition methods have contributed to
spread out the applicability for device integration. From the initial
electrically isolated graphene fabricated by mechanical exfoliation
of graphite, much effort has been devoted to develop methods to
synthesise at a large scale for practical electronic applications. A
variety of methods, such as epitaxial growth on SiC, chemical
vapour deposition have been explored [88–93]. One of the most
important and challenging goals is to grow graphene at large scale
with uniform thickness [94]. Tacking account the precedent of
carbon materials as chemical/bio-sensors since the environmental
sensitivity of carbon-based molecules in the case of carbon
nanotubes (CNTs) have already been extensively studied in a
decade [95–101]. However, the diversity in CNTs' structure and
chirality may lead to varied device characteristics, and thereby
cause device reliability issues. On the contrary, graphene has a
great potential to resolve these problems because its strictly two-
dimensional (2D) structure, enabling devices based on graphene to
behave identically on a large scale. The fabrication of chemical/bio-
sensors in field effect transistor type structures based on graphene
is also simpler than those of SWNT. In addition, with the 2D
structure, the monolayer graphene has its whole volume exposed
to the environment, which can maximise the sensing effect by
changes in conductance due to chemical or biological species
adsorbed on the surface, acting as electron donors or acceptors.
Recently, graphene-based gas molecule sensors and biosensors
have been reported. By using Wafer-scale synthesis of graphene
monolayer, with uniform thickness, through CVD under ambient
pressure it is expected to have an performance as pure graphene.
Consequently, the commercialisation of graphene-based chemical/
bio-sensors can be a near reality [102–104].

In the case of RGO (reduced grapheno oxide), the responses
have been analysed by changes in electronic parameters as:
conductivities, capacitances, and carrier effects by building elec-
tronic devices as FETs using RGO. The sensitivity of such sensor vs
gas (or vapour phase) depends on the charge carrier transfer on
GO/RGO surfaces due to the adsorption of gases and vapours as
NO2, NH3, H2O, CO [78,105–107].

Graphene based composite materials have been studied for gas
sensors. For example, Pt/RGO/SiC based devices for hydrogen gas
sensing [108]. The electrical characteristics and hydrogen gas
sensing mechanism of the device were described by analysing
the effect of hydrogen interaction at the graphene/SiC and
Pt/graphene interfaces. High work function of Pt leads to a
weak interaction energy at the interface and preserves the
electronic structure of RGO and electrons transfer from RGO to
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Pt to equilibrate the Fermi level. Upon exposure of hydrogen gas,
the carrier concentration is increased due to dissociation of
hydrogen molecules, which occurs on the Pt surface.

Also the basic SAW structure in which the propagation path is
coated with a thin film of graphene or suitably functionalized
graphene can adsorb the gas molecules of interest causing a delay
in the path and a change in the frequency of operation [53].
Several studies have been demonstrated for RGO based biosensors
as well [109]. In this case the fabrication and functioning of tree
devices is proposed: a RGO-based (i) single-bacterium device, (ii)
label-free DNA sensor, and (iii) bacterial DNA/protein and poly-
electrolyte transistor.

The RGO FETs can also specifically detect biomolecules with
high sensitivity using specific antibodies. The fabrication and
characterisation of a highly sensitive and selective FET biosensor
using Au NP antibody conjugates decorated with GO sheets have
been reported [110]. The study demonstrates a GO-based immuno-
sensor for detecting a rotavirus as a pathogen model. The sensor
showed high sensitivity and selectivity by using GO. CdTe/RGO
composite also exhibited the chemical–biological sensing where
graphene worked as an amplified electrogenerated chemilumines-
cence (ECL) of quantum dots (QDs) platform [111].

4. Pattern recognition methods

The multivariate information obtained by the sensor array can
be sent to a display so a human can read that information and take
an action or an analysis. The information, which is an electronic
fingerprint of the volatile compound measured, can be sent to a
computer to perform an automated analysis and emulate the
human nose. These automated analyses that come from methods
of statistical pattern recognition, neural networks and chemo-
metrics, is a key part in the development of a gas sensor array
capable detecting, identifying or quantifying different volatile
compounds. All these pattern recognition methods are composed
by several stages of processing multivariate data. In the first stage
the sensor data is pre-processed, usually the data curves are
smoothed, drift compensated, outliers eliminated and also extract-
ing of descriptive parameters can be extracted. In the second stage
an extraction or selection of the features that will be used by the
pattern recognition method is carry out. Some of these techniques
extract the steady data of the response, such as Principal Compo-
nents Analysis, and Fourier analysis. In the third part a classifier is
used to decide to which class the neural networks trained with
data coming from measured know samples but also fuzzy logic
systems, linear and non-linear regression algorithms, Bayesian
classifiers or other statistical methods. The final stage is to validate
the model with additional data to estimate its accuracy. A good
processing in this phase is essential to the performance of the
subsequent stages of the pattern recognition method [112].
Usually this can be arranged in three steps [113]. Usually there is
a reduction in the feature vectors to a smaller size by a feature
selection or extraction. With feature extraction we transform the
feature vector so we reduce the number of components preserving
most of the information in the original feature vector. Techniques
as PCA or LDA are used [114,115]. With feature subset selection we
try to find an “optimal” subset of features preserving most of the
information. In both cases we try to maximise the information
contained in the new feature vector [116]. The prediction part can
be a classification, quantification or clustering. The classification
method aims to assign an unclassified feature vector to one class
from a previously learned discrete set of labels. There are several
methods such as the quadratic classifiers, kNN and neural net-
works [117]. The neural networks are the most popular classifiers
in e-noses. Most of them are feed-forward networks of simple

processing elements or neurons whose connectivity resembles
that of biological neuronal circuitry. Others neural network models
like radial basis functions or ART structures also have been used.
The quantify method must do some kind of regression and has to
establish a predictive model from the feature vector coming from
the gas sensor responses to another set of continuous dependent
variables, such as gas concentration. The regression can be of
several types. To make a sensory analysis in which the dependant
variable is the response of a sensory human panel to the same
analyte (e.g. intensity, hedonic tone…). This situation is the more
challenging and is a really complex regression problem. Ordinary
least squares, ridge regression, principal components regression
and partial least squares are some of the regression methods that
can be used to solve those problems. Another method is the
bootstrapping one in which we resample the data with replace-
ment [118]. When the model has been selected a third indepen-
dent set can be used to estimate the accuracy of the
proposed model.

A new architecture called mSom (where m is the number of
independent maps), has been developed on the basis of the self-
organising map (SOM) theory developed by Kohenen. Unlike other
neural techniques where the input–output learned mapping is
static, the architecture here presented reduces the drift problem
(thus increasing the time of re-calibration) by addressing the
dynamic input–output mapping.

The principal goal of the self-organising map (SOM) is to
transform an incoming signal pattern of arbitrary dimension into
a two-dimensional discrete map, and to perform this transforma-
tion adaptively in a topological ordered manner. The embedded
competition paradigm for data clustering is done by imposing
neighbourhood constraints on the output units, such that a certain
topological property in the input data is reflected in the output's
unit weights.

The novelty in this architecture is the possibility to adjust the
individual maps overtime to be able to predict gas measurements
that have suffered from drift.

Other technique in use is the discrete wavelet transform: the
filtering algorithm associated with the discrete wavelet transform
is an effective tool for smoothing out the high-frequency content
without losing the important features in the process signal. The
wavelet transform decomposes signals over dilated and translated
wavelets. It maps the input signal into a new space, the basic
functions that are quite localised in space and provides a multi-
resolution signal decomposition. This signal analysis technique
analyses the signal at different frequency bands with different
resolutions by successively projecting it down onto two types of
functions, which are obtained by applying shift and scaling
operations to two prototype functions called the scaling function
φ(t) and the wavelet function ψ(t), respectively [119].

5. Applications

5.1. Environment

Conventional monitoring methods for most chemical contami-
nants are costly, time intensive, and involve limited sampling
and complicated analytical techniques. Today there are an increas-
ing need for cheap, improved and reliable methods for rapid,
accurate detection and quantification of environmental chemical
pollutants.

Electronic noses resulting from the rapid development of gas
multi-sensor technologies provide relatively cheap, portable
electronic-detection devices with the flexible capabilities of
detecting a wide range of organic and inorganic gaseous sub-
stances, including chemical pollutants. These devices based on
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diverse operational principles control chemical pollution in var-
ious environmental settings or applications. Their impact in the
area of environmental-pollution monitoring is wide: detecting
pollution range from monitoring air quality [120,121], the early or
real-time area monitoring of diurnal urban pollution-emission
events via sensor monitoring networks (outdoor pollution) [122],
localisation of stationary (point-source) pollution sources [123],
and mapping of chemical plumes [124,125] to detection of fires at
chemical-storage facilities, maintaining chemical security at har-
bour entrances or importation ports [126], detection of leaks of
toxic or hazardous materials from pipelines or industrial plants,
and early warning of the accumulation of toxic fumes such as
solvents or explosive fumes, carbon monoxide or carbon dioxide
within enclosed areas of buildings or mines (indoor pollution) and
soils contamination.

Metal oxide semiconductor (MOS) gas sensors are the most
widely used e-nose sensor types for monitoring environmental
pollution because they are relatively inexpensive, robust, light-
weight, and long lasting with quick response and recovery times
[127]. MOS sensors have high sensitivities as low as parts per
billion (ppb) due to large surface areas for analyte adsorption
[128,129]. The versatility of MOS sensors is indicated by capabil-
ities of monitoring trace amounts of many environmentally-
important gases such as carbon monoxide, ammonia, and nitrogen
dioxide as well as a wide variety of VOCs.

As the production costs are relatively low for MOS sensors that
can be manufactured quickly on a large scale with easily con-
trollable processes that assure sensor uniformity. Previous
research has revealed two possible approaches to increase the
utility of e-nose instruments for pollution monitoring tasks. The
use of either an array of gas sensors with different sensing
materials (different sensor types within the array) for coverage
of different classes of pollutants [130], or the use of temperature
modulation of a single gas sensor have shown some demonstrated
feasibilities [131,132]. Temperature modulation of high-power
MOS gas sensors requires pre-calibration for both single gases
and gas mixtures because the sensor response is nonlinear with
gas concentration [133]. However e-noses show some weaknesses,
in order a full incorporation and commercialisation because a pre-
calibration would be necessary with all possible concentration
combinations of component gases in polluted air mixtures since
pollution monitoring requires both identification and quantifica-
tion of the gases. The complexity and temporal variability in the
composition of pollution discharges are two of the biggest chal-
lenges to utilising e-nose monitoring units within pollution-
monitoring networks. Short-term variability in the composition
of pollution mixtures, due to intermittent or accidental discharges
of chemical pollutants, can greatly challenge any ability to readily
identify such sources because of the immediate need to determine
both the identities and concentrations of detected pollutants.
These logistical problems suggest the need for more research to
further develop e-nose technologies and methodologies to more
effectively handle continuous monitoring of pollutants in waste-
water emissions from sewage treatment plants and from indus-
tries that frequently release toxic pollutants into the environment.
Similar solutions will need to be developed as well for random
intermittent releases of complex pollutant mixtures that are
encountered in air-pollution monitoring.

Another alternative technology to achieve high sensitivity is
based on acoustic sensors, a polymer-coated surface acoustic wave
(SAW) array is one of the best choices for organic gas sensing
applications. Currently SAW devices are also used for chemical
applications because of their high sensitivity, fully reversible
behaviour, and high signal-to-noise ratio [57]. For the proposed
portable e-nose system based on the SAW sensor array [134–137],
a piezoelectric substrate was chosen for energy transformation

between mechanical strains and electrics. The obtained results
clearly demonstrate the ability to recognise a special component
for similar families. We have demonstrated the possibility of to
apply a SAW sensor array with different polymers to discriminate
different gases. In addition, it is clear that the combination of
sensor arrays of coated SAW devices and appropriate recognition
algorithm [138–141], will provide a sensing system that can be
extremely selective.

5.2. Security

Prevention and detection of explosives and chemical warfare
agents (CWAs) has become a social priority due to increased
demand for homeland security in the face of prevent terrorist
threats as well the remediation of environments that already pose
a high risk such as:clearing of minefields or the prevention of
dangerous gases as: Sarin (GB), Soman (GD) or Distilled Mustard
(HD), TNT, DNT, plastic explosive and nitrates, that are fast and
effective weapons and, therefore, ideal for terrorist purposes.
Knowledge of the processes that influence the fate and transport
of CWAs in the environment can aid in the predictions of
environmental persistence, estimates of exposure, and the devel-
opment of decontamination and disposal strategies.

Usually the security at airports was solved using metal detec-
tors to identify weapons by X-ray systems for viewing the contents
of luggage by traditional methods but many terrorist groups have
adapted to avoid the use of metallic objects.

Conventional detecting methods to detect volatile substances,
such as ion mobility spectrometry (IMS) in routine use are largely
only suitable for the screening the vapours in hand luggage. Here
the sample vapours are ionised at atmospheric pressure before
introduction into the drift tube and drift times, related to the mass
of the ions and by determining the mass/charge ratio, is possible to
identify components within the sample through comparison with
known standards. Detection of traces of explosive substances in
the air issues related to the low vapour pressures of many
explosives are only hindered when these explosives are wrapped
or packaged to avoid detection. Recently a new technology based
on FIR (far IR radiation) called (Terahertz spectroscopy THz)
emerges as a new very promising method of detection.

The terahertz (THz) spectroscopy has been investigated
recently as a technique for the detection of explosive vapour
signatures [142–144]. Some of these issues have been addressed
and the technology is further being considered as not only an
explosive detection method, but also a way to detect weapons and
other concealed objects within luggage and beneath clothing. THz
lies in the far infra-red region, from 0.1 to 10 THz. In this range
waves can penetrate through many non-polar dielectric materials,
such as wood or leather, and the low photon energies are at a level
one million times less than that of X-ray photons. After the
absorption spectra of seventeen explosives and explosive related
compounds (ERC) using THz spectroscopy [145] most of the
substances examined exhibited characteristic absorption features
in the 0.1–2.8 THz range. These results may be used to form a
fingerprint database of explosives and ERCs. Through improve-
ments in emitters and sensors, new spectral features have also
been established for explosives within the frequency region of
3–6 THz [146–148].

One of the most suitable and important aspects of these
technologies is their portability and much research is being
undertaken into the miniaturisation of existing technologies. Some
of the nanotechnology based methods, utilising carbon nanotubes
which may display rapid change in conductivity on adsorption of
vapours of interest may also be suitable.

Nanotechnology has an important role to play in advanced
detecting methods over the last decade has become increasingly
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important, with research focusing on incorporating new nano-
based aspects into existing technologies to improve sensitivity,
selectivity and portability.

Micro-sensors have been updated by the direct and selective
growth of semiconductor SWCNT networks on their sensitive
areas and these sensors have been used for the detection of three
CWA simulants (DMMP, DPMGE and DMA). As CW involves high
toxicity and its use is restricted in non-surety laboratories, an ideal
chemical agent simulant would mimic all relevant chemical and
physical properties of the agent without its associated toxicologi-
cal properties. Although a number of compounds have been used
as CWA simulants, no individual compound is ideal because a
single simulant cannot satisfactorily represent all environmental
fate properties of a given CWA. Thus, a number of different
chemicals have been used as CW.

The most dangerous compounds are those that are harmful at
very low concentrations (pico-mole range); electronic noses are
utilised for military purposes as early-warning instruments to
detect such compounds in air at concentrations below lethal
contents [149]. There is a considerable demand for portable,
handheld monitors, but previously they have not been employed
to the fullest extent due to the great diversity of toxic compounds
and mixtures [150]. Particular solutions are in the process of
integrating complementarities of numerous e-nose instruments
and sensors starting up platforms oriented for preventing in areas
for special most-probable CWAs or pollutants.

The response of the micro-sensors may be considered linear in
the range of the measured concentrations and the detection limits
have been established well below the median lethal dose for each
tested CWA. This is due to the porosity of Al2O3-SWCNT nanopar-
ticles and to the tested analytes being strong electron donors.

Therefore electronic noses constitute a powerful tool applied
towards the detection of explosives [77]. The development of
these miniature and portable devices would increase the selectiv-
ity and sensitivity in a nano-electronic nose by a suitable integra-
tion of sensitive layers

A detailed description of electronic noses and their application
to explosive and CWA detection has been reviewed elsewhere
[52–58,151–154]. In these works, an array of chemical sensors,
interacts with vapours in different ways and to different extents,
and it is combined with a pattern recognition system such as an
artificial neural network.

6. Conclusions and future

The present paper attemps to provide information about the
recent advances in the electronic olfaction, checking the last
improvements experimented on the three basic structural steps:
sensing, sample handling and pattern recognition methods that
configure the e-Noses and also their most important applications
in the environment, and for citizen security. We show the conclu-
sions and the prospects separately considering the two main
considered issues: new sensors and advanced applications.

6.1. Conclusions about sensors

Sensing devices with improved sensitivity, selectivity and
stability applied on different transduction units have been
included on chemo-resistive detectors, by selecting characteristics
such as the surface area, donor density, agglomeration, porosity,
acid-base property of the sensing material in the case of
MOS sensors. Nano-structured materials (quasi-1D metal oxides,
nano-MOS), carbon nanotubes, nanoparticles and nanoporous
structures have also been developed for sensing applications.
Some of these materials have mono crystalline structures with

well-defined chemical composition, surface terminations, free
from dislocation and other extended defects. Due to the increase
of their specific surface area, surface effects are prevailing, leading
to the enhancement of surface related properties such as catalytic
activity or surface adsorption, which are key properties for super-
ior chemical sensors production. Taking into account the past
experiences in CNTs as sensors, it is important to consider the
growing interest in graphene and related materials as sensors due
to their exceptional electronic properties. It has recently been
demonstrated its potential application in micro/nano electronic
devices and chemical/bio-sensors, due to the use of wafer-scale
synthesis of graphene mono/multilayer, growth by CVD under
ambient pressure, with an uniform thickness. Therefore applica-
tions in gas sensors are expected and the commercialisation of
graphene-based chemical/bio-sensors could be a near reality.
Chemo-resistive polymers exhibit interesting properties that make
them useful for gas sensors: room temperature operation, easy to
prepare and quick response among others. Different conducting
polymers, as: poly-pyrrole, poly-N-methilpyrrole, polyaniline
show important sensitivities when exposed to different volatile
species.

SAW and LOVE devices shown suitable and contrasted char-
acteristics as chemical vapour sensors due to their compact
structures, small size, low cost, high sensitivity and fast response.
The basic principle of AW gas sensors is the reversible sorption of
chemical vapours by adsorbent coating which is sensitive to the
vapour to be detected.

6.2. Conclusions about applications

6.2.1. Environment
With respect to the monitoring of environmental pollution

that is a new field for the development of applications with the
electronic nose (E-nose) and provides many new monitoring
capabilities needed to overcome the limitations of conventional
spectrometers. Large number of monitoring tasks may be also
carried out using these relatively cheap devices increasing the
number monitors building up large and cheaper networks. In such
as a way, a more effective management of data for many complex
urban pollution problems in real-time could be achieved and
would help decision-making to minimise pollution damage.

At present, there is a considerable demand for portable,
handheld gas monitors, but due to significant logistical problems,
inherent to sensors that needs to be resolved, before these
instruments are used extensively as pollution monitors. Metal
oxide semiconductor (MOS) micro and nano-gas sensors are the
main candidates for monitoring environmental pollution because
they are relatively inexpensive, robust, lightweight, and long-
lasting with quick response and recovery times MOS sensors have
high sensitivities as low as parts per billion (ppb) due to their large
surface areas for analyte adsorption. The versatility of MOS sensors
is indicated by their capabilities of monitoring trace amounts of
many environmentally-important gases such as carbon monoxide,
ammonia, and nitrogen dioxide as well as a wide variety of VOCs.
Gravimetric sensors (SAW, LOVE) are essentials in detection
majority of VOCs having large sensitivities, quick responses,
remote running and portability.

Optical imaging (OI) technologies constitute, at the present,
one of the most advanced, powerful and low cost procedures for
identifying organic molecules, using respectively new advances in
colorimetric and photoluminescence properties of organ-metallic
and nano-materials, both procedures show a large specificity to
variety of noxious and warfare chemicals in environment and
security situations.
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6.2.2. Security
Citizen security, prevention and detection of explosives and

chemical warfare agents (CWAs) has become a social priority due
to increased demand for homeland security in the face of prevent
terrorist threats as well the remediation of environments that
already pose a high risk such as clearing of minefields. Recently a
new technology based on FIR called (THz – Terahertz spectro-
scopy) emerges as a new very promising method for detection.
Most explosives and explosive related compounds have spectral
fingerprints within this range and, as many apparatus operate
within the range 0.1–2.0 THz, thus highlighting THz radiation as a
prospective sensor and imaging agent for the detection of hidden
explosive substances. One of the most important aspects of these
technologies is their foreseeable integration in arrays and port-
ability for this reasons, much research is being undertaken into the
miniaturisation of existing technologies. Nanotechnology has an
important role to play in this as well as also enabling the
development of new technologies. Improving the sensitivity and
specificity of explosive detection technology are principles that
continue to be important; lower detection limits for many materi-
als have improved considerably and work in this area remains a
competitive field of research. The most dangerous compounds are
those that are harmful at very low concentrations (pico-mole
range), electronic noses are utilised for military purposes as early-
warning instruments to detect such compounds There appear to
be many promising methods that are being developed as alter-
natives to these systems and the utilisation of these various
technologies will depend on the particular application.

It has recently been shown that it is possible to excite the PL
with an LED emitting in the UV, thus proving the possibility to set
up a low cost wearable device using a photodiode to read the
signal for detecting explosives and warfare agents.

In general, most of the applications represent limited feasibility
studies with resulting poor validation especially in terms of
reproducibility and predictive ability. There are very few long-
term studies, which indicate excellent reproducibility without the
need for extensive calibration and mathematical analyses of the
sensor readings. The best results in the use of e-noses is an
application-specific which may limit their use. There is much
research even to be done with the interpretation of the results.
Although differences can be measured by these devices, there is
not a full agreement on sensory testing. There is also the require-
ment for considerable method development for specific applica-
tions. Finally, sensor arrays and pattern recognition techniques
tend to give a quality index or alarm alert of a sample but not
providing data with respect to composition.

6.2.3. The most recent advances
Optical imaging (OI) technologies constitute now cutting-edge

research on gas sensing, is a powerful and low cost procedure for
identify organic molecules, using respectively last advances in
colorimetric and photoluminescence properties of organ-metallic
and nano-materials [38,42]. Both procedures show a large speci-
ficity face to variety of noxious and warfare chemicals in environ-
ment and security situations. Actually wereable and remoting
prototypes of such devices are in development for detecting VOCs,
compounds as polyphenols, amines, methylamines and noxious
gases of interest in air quality [155,156].

Structures of nano-particles, such as amine modified multi-
walled carbon nanotubes (MWCNT-NH2) and gold nanoparticle
(AuNP) simultaneously, via electrospraying technique, were
deposited onto interdigitated electrodes (IDE) fabricated on poly-
imide (Kaptons) substrate. These flexible sensors have great
interest because to their low-cost, lightness, easy processing,
conformability and flexibility, monitoring VOCs by an easy way,

as it is the conductivity measurements. A current challenging issue
because they have great influence in on the indoor air quality
[157,158].

The latest developments in conductive and gravimetric sensor
classical structures, due to the incorporation of micro/nano mate-
rials, for applications in environment and security are shown in
the following researchs [159–162].

References

[1] K.C Persaud, G.H. Dodd, Nature 299 (1982) 352–355.
[2] 1st edition,J. Lozano Rogado, J.A Teixeira da Silva (Eds.), Floriculture, Orna-

mental and Plant Biotechnology: Advances and Topical Issues, vol. IV, Global
Science Books, London, 2006, pp. 152–161.

[3] J.W. Gardner, P.N. Bartlett, Electronic Noses:Principles and Applications,
Oxford University Press, Oxford, UK, 1999, 1–5.

[4] T.C Pearce, S.S Schiffman, H.T. Nagle, J.W. Gardner, Handbook of Machine
Olfaction, Wiley-VCH, Berlin, Germany (2003) 161–179.

[5] H. Breer, Anal. Bioanal. Chem. 377 (2003) 427–433.
[6] G. Gomila, I. Casuso, A. Errachid, O. Ruiz, E. Pajot, J. Minic, T. Gorojankina,

L. Persuy, J. Aioun, R. Salesse, J. Bausells, G. Villanueva, G. Rius, Y. Hou,
N. Jaffrezic, C. Pennetta, E. Alfinito, V. Akimov, Reggiani, L. Ferrari,
L. Fumagalli, M. Sampietro, J. Samitier, Sens. Actuators B 116 (2006) 66–71.

[7] H. Breer, Sense of smell: signal recognition and transduction in olfactory
receptor neurons, in: E. Kress-Rogers (Ed.), Handbook of Biosensors and
Electronic Noses: Medicine, Food and the Environment, CRC Press, Massa-
chusetts, 1997.

[8] Y.J. Lin, H.R. Guo, Y.H. Chang, M.T. Kao, H.H. Wang, R.I. Hong, Sens. Actuators
B 76 (2001) 177–180.

[9] D.G Pickel, P.D. Manucy, B. Walker, S.B Hall, J.C. Walker, Appl. Anim. Behav.
Sci. 89 (2004) 107–116.

[10] C.M. Willis, S.M. Church, C.M. Guest, W.A. Cook, N. McCarthy, A.J Bransbury,
A.R.T. Church, J.C.T. Church, Br. Med. J. 329 (2004) 712–715.

[11] E.H. Oh, H.S. Song, T.H. Park, Enzyme Microb. Technol. 48 (2011) 427–437.
[12] S. Panigrahi, S. Balasubramanian, H. Gu, C. Logue, M. Marchello, LWT 39

(2006) 135–145.
[13] S. Sankaran, S. Panigrahi, S. Mallik, Biosens. Bioelectron. 26 (2011)

3103–3109.
[14] S. Sankaran, S. Panigrahi, S. Mallik, Sens. Actuators B. 155 (2011) 8–18.
[15] S. D'Auria, V. Scognamiglio, M. Rossi, M. Staiano, S.Campopoani, N.Cennamo,

L. Zeni, 2004, A. Mahadevan-Jansen (Ed.), Conference on Biohazard Detection
Techno. Biomedical Vibrational Spectroscopy and Biohazard Detection Tech-
nologies, Society of Photo-Optical Instrumentation Engineering, California.

[16] K.S. Mead, Trends Biotechnol. 20 (2002) 276–277.
[17] Q. Liu, H. Cai, Y. Xu, Y. Li, R. Li, P. Wang, Biosens. Bioelectron. 22 (2006)

318–322.
[18] S. Ampuero, J.O. Bosset, Sens. Actuators B: Chem. 94 (2003) 1–12.
[19] M.P. Martí, R. Boqué, O. Busto, J. Guasch, TrAC-Trend Anal. Chem. 24 (2005)

57–66.
[20] M.C. Horrillo, J. Lozano, J.P. Santos, M. Aleixandre, I. Sayago, M.J. Fernández,

J.L. Fontecha, J. Gutiérrez, Food 1 (2007) 23–29.
[21] S. Ampuero, S. Bogdanov, L. Bosset, J. Eur. Food Res. Technol. 218 (2004) 198.
[22] K. Arshak, E. Moore, G.M. Lyons, J. Harris, S. Clifford, Sens. Rev. 24 (2004)

181–198.
[23] J.K. Choi, I.S. Hwang, S.J. Kim, J.S. Park, S.S Park, U. Jeong, Y.C. Kang, J.-H. Lee,

Sens. Actuators B: Chem. 150 (2010) 190–199.
[24] T.C. Pearce, S.S. Schiffman, H.T. Nagle, J.W. Gardner, Handbook of Machine

Olfaction, Wiley-VCH, Weinheim, 2003.
[25] Hyo-Joong Kim, Jong-Heun Lee, Sens. Actuators B 192 (2014) 607–627.
[26] C. Liewhiran, S. Phanichphant, Sensors 71 (2007) 115–118.
[27] E. Schaller, J.O. Bosset, F. Escher, Lebensm. Wiss. TrAC-Trend Anal. Chem. 31

(1998) 305–316.
[28] G. Behr, W. Fliegel, Sens. Actuators B: Chem. 26 (1995) 33–37.
[29] E. Kanazawa, G. Sakai, K. Shimanoe, Y. Kanmura, Y Teraoka, N. Miura,

N. Yamazoe, Sens. Actuators B: Chem. 77 (2001) 72–77.
[30] N. Yamazoe, Sens. Actuators B: Chem. 5 (1991) 7–19.
[31] Md. Shahabuddin, Anjali Sharma, Jitendra Kumar, Monika Tomar,

Ahmad Umar, Vinay Gupta, Sens. Actuators B: Chem. 194 (2014) 410–418.
[32] M.E. Amrani, K.C. Persaud, P.A. Payne, Meas. Sci. Technol. 6 (1995)

1500–1507.
[33] K.C. Persaud, P. Pelosi, J.W. Gardner, P.N. Bartlett (Eds.), Sensors and Sensory

Systems for an Electronic Nose, Kluwer Academic Publishers, Dordrecht,
1992.

[34] A.D. Wilson, M. Baietto, Sensors 9 (2009) 5099–5148.
[35] Sakshi Sharma, Shahir Hussain, Sukhvir Singh, S.S. Islam, Sens. Actuators B

194 (2014) 213–219.
[36] A.D. Wilson, M. Baietto, Sensors 11 (2011) 1105–1176.
[37] J.M. Sutter, P.C. Jurs, Anal. Chem. 69 (1997) 856–862.
[38] Chaojie Quansheng Chen, Jiewen Zhang, Qin Ouyang Zhao, Trends Anal.

Chem. 52 (2013) 261–274.
[39] N.A. Rakow, K.S. Suslick, Nature 406 (2000) 710–713.

J. Gutiérrez, M.C. Horrillo / Talanta 124 (2014) 95–105 103



[40] X. Luo, P. Liu, C. Hou, D. Huo, J. Dong, H. Fa, M. Yang, Rev. Sci. Instrum. 81
(2010) (105113–1051136-6).

[41] X. Huang, J. Xin, J. Zhao, J. Food Eng. 105 (2011) 632–637.
[42] E. Comini, C. Baratto, I. Concina, G. Faglia, M. Falasconi, M. Ferroni,

V. Galstyan, E. Gobbi, A. Ponzoni, A. Vomiero, D. Zappa, V. Sberveglieri,
G. Sberveglieri, Sens. Actuators B 179 (2013) 3–20.

[43] S. Lettieri, A. Bismuto, P. Maddalena, C. Baratto, E. Comini, G. Faglia,
G Sberveglieri, L. Zanotti, J. Non-Cryst. Solids 352 (2006) 1457–1460.

[44] C. Baratto, S. Todros, G. Faglia, E. Comini, G. Sberveglieri, S. Lettieri,
L. Santamaria, P. Maddalena, Sens. Actuators B 140 (2009) 461–466.

[45] M.J. Oliver, J. Hernando-García, P. Pobedinskas, K. Haenen, A. Ríos,
J.L. Sánchez-Rojas, Colloids Surf. B: Biointerfaces 88 (1) (2011) 191–195.

[46] M.E. Escuderos, S. Sanchez, A Jimenez, Food Chem. 124 (3) (2011)
857–862.

[47] J.P. Santos, M.J. Fernández, J.L. Fontecha, J. Lozano, M Aleixandre, M. Garcia,
J. Gutiérrez, M.C. Horrillo, Sens. Actuators B: Chem. 107 (2005) 291–295.

[48] D. Matatagui, J. Fontecha, M.J. Fernández, M.C. Horrillo, I. Grácia, C. Cané,
Proceedings of the 8th Spanish Conference on Electron Devices, CDE'2011,
2011, doi:10.1016/j.snb.2010.01.057.

[49] Ying Zhihua, et al., Eur. Polym. J. 44 (2008) 1157–1164.
[50] J. Ito, T. Nakamoto, H Uematsu, Sens. Actuators B: Chem. 99 (2–3) (2004)

431–436.
[51] G. Sauerbrey, Z. Phys. 155 (2) (1959) 206–222 (Acoustic sensors).
[52] H. Wohltjen, Sens. Actuators 5 (1984) 307–325.
[53] D.S. Ballantine, R.M. White, S.J. Martin, A.J. Ricco, G.C. Frye, E.T. Zellars,

H. Wohltjen, Acoustic Wave Sensors – Theory, Design, and Physico-Chemical
Applications, Academic Press, New York, 1997.

[54] D.A Powell, K. Kalantar-zadeh, W. Wlodarski, Sens. Actuators A: Phys. 115
(2–3) (2004) 456–461.

[55] T. Xu, G. Wu, G. Zhang, Y. Hao, Sens. Actuators B: Chem. 104 (2003) 61–67.
[56] M.C. Horrillo, M.J. Fernández, J.L Fontecha, I. Sayago, M. Garcia,

M. Aleixandre, J.P. Santos, L. Ares, J. Gutiérrez, I. Gràcia, C. Cané, Thin Solid
Films 467 (1–2) (2004) 234–238.

[57] D. Matatagui, J. Fontecha, M.J. Fernández, M. Aleixandre, I. Gràcia, C. Cané,
M.C. Horrillo, Talanta 85 (3) (2011) 1442–1447.

[58] N. Barie, M. Bucking, M. Rapp, Sens. Actuators B: Chem. 114 (1) (2006)
482–488.

[59] J. Du, G.L. Harding, J.A. Ogilvy, P.R. Dencher, M. A Lake, Sens. Actuators A:
Phys. 56 (3) (1969) 211–219.

[60] D. Matatagui, J. Marti, M.J. Fernandez, J.L. Fontecha, J. Gutiérrez, I. Gràcia,
C. Cané, M.C. Horrillo, Sens. Actuators B: Chem. 154 (2) (2011) 199–205.

[61] D. Matatagui, M.J. Fernández, J. Fontecha, J.P Santos, I. Gràcia, C. Cané,
M.C. Horrillo, Sens. Actuators B: Chem. 175 (2012) 173–178.

[62] I. Sayago, E. Terrado, M.C. Horrillo, M. Aleixandre, J.P. Santos, W.K. Maser,
A.M.; Benito, J. Gutierrez, E.Muñoz, 2007, Proceedings of Spanish Conference
on Electron Devices (CDE), pp. 189–192.

[63] E. Comini, C. Baratto, G. Fagli, M. Ferroni, A. Vomiero, G. Sberveglieri, Prog.
Mater. Sci. 54 (2009) 1–67.

[64] I.S. Hwang, S.-J. Kim, J.-K. Choi, J. Choi, H. Ji, G.T. Kim, Sens. Actuators
B: Chem. 148 (2010) 595–600.

[65] J.-H. Lee, Sens. Actuators B: Chem. 140 (2009) 319–336.
[66] S.K. Lim, S.-H. Hwang, D. Chang, S. Kim, Sens. Actuators B: Chem. 149 (2010)

28–33.
[67] Z. Liu, M. Myauci, T. Yamazaki, Y Shen, Sens. Actuators B: Chem 140 (2009)

514–519.
[68] E.K. Heidari, C. Zamani, E. Marzbanrad, B. Raissi, S Nazarpour, Sens. Actuators

B: Chem. 146 (2010) 165–170.
[69] Z.L. Wang, Adv. Mater. 12 (2000) 1295–1298.
[70] A. Kolmakov, M. Moskovits, Annu. Rev. Mater. Res. 34 (2004) 151–180.
[71] A. Kolmakov, Proc. SPIE 6370 (2006) 63700–63708.
[72] J.P. Novak´, E.S Snow, E.J. Houser, D. Park, J.L. Stepnowsky, R.A. McGill, Appl.

Phys. Lett. 83 (19) (2003) 4026–4028.
[73] K. Cattanach, R. Kulkarni, M. Kozlov, S. Manohar, Nanotechnology 17 (16)

(2006) 4118–4123.
[74] H.D. Laith, Al-Mashat, Wojtek Tran, R.B. Wlodarski, K. Kaner, Sens. Actuators

B: Chem. 134 (2) (2008) 826–831.
[75] A.Z. Sadek, C.O. Baker, D.A. Powell, W. Wlodarski, R.B. Kaner, K. Kalantar-

zadeh, IEEE Sens. J. 7 (2007) 213–217.
[76] D. Matatagui, M.J. Fernández, J. Fontecha, I. Sayago, I. Gràcia, C. Cané,

M.C. Horrillo, J.P. Santos, Talanta 120 (2014) 408–412.
[77] I. Jung, D. Dikin, S. Park, W. Cai, S.L Mielke, R.S. Ruoff, J. Phys. Chem. C 112

(2008) 20264.
[78] J.D. Fowler, M.J Allen, V.C. Tung, Y. Yang, R.B. Kaner, B.H. Weiller, ACS Nano 3

(2009) 301.
[79] G. Lu, L.E Ocola, J. Chen., Appl. Phys. Lett. 94 (2009) 083111.
[80] A.K. Geim, Science 324 (2009) 1530–1534.
[81] F. Schedin, A.K. Geim, S.V. Morozov, D. Jiang, E.H. Hill, P. Blake,

K.S. Novoselov, Nat. Mater. 6 (2007) 652–655.
[82] G Lu, L.E. Ocola, J. Chen, Nanotechnology 20 (2009) 445502.
[83] Y. Dan, Y. Lu, N.J. Kybert, Z. Luo, ATC Nano Lett. 9 (2009) 1472–1475.
[84] A.H. Castro Neto, F. Guinea, N.M.R. Peres, K.S. Novoselov, A.K. Geim, Rev.

Mod. Phys. 81 (2009) 109–162.
[85] S. Gilje, S. Han, M. Wang, K.L. Wang, R.B. Kaner, Nano Lett. 7 (2007)

3394–3398.
[86] Y. Ohno, K. Maehashi, Y. Yamashiro, K. Matsumoto, Nano Lett. 9 (2009)

3318–3322.

[87] F. Schedin, A.K. Geim, S.V. Morozov, E.W. Hill, P. Blake, M.I. Katsnelson,
K.S Novoselov, Nat. Mater. 6 (2007) 652–655.

[88] A. Reina, X. Jia, J. Ho, D. Nezich, H. Son, V. Bulovic, M.S. Dresselhaus, J. Kong,
Nano Lett. 9 (2009) 30–35.

[89] T.R. Hendricks, J. Lu, L.T. Drzal, I. Lee, Adv. Mater. 20 (2008) 2008–2012.
[90] M.J. Allen, V.C. Tung, L. Gomez, Z. Xu, L.M. Chen, K.S. Nelson, C. Zhou,

R.B. Kaner, Y. Yang, Adv. Mater. 21 (2009) 1–5.
[91] D. Li, W. Windl, N.P. Padture, Adv. Mater. 21 (2009) 1243–1246.
[92] R. Pearce, T. Lakimov, M. Andersson, L. Hultman, A. Lloyd Spetz, R. Yakimova,

Sens. Actuators B 155 (2011) 451–455.
[93] M. Gautam, A.H. Jayatissa, G.U. Sumanasekera, 2010, 2010 IEEE Nanotech-

nology Materials and Devices Conference, Oct 12–15, Monterrey, California,
USA.

[94] L. Zhang, J. Liang, Y. Huang, Y. Ma, Y. Wang, Y. Chen, Carbon 47 (2009)
3365–3368.

[95] M.K. Kumar, S. Ramaprabhu, J. Phys. Chem. B 110 (2006) 11291–11298.
[96] A.Z Sadek, C. Zhang, Z. Hu, J.G. Partridge, D.G. McCulloch, W. Wlodarski,

K. Kalantar-zadeh, J. Phys. Chem. C 114 (2010) 238–242.
[97] J. Kong, N.R. Franklin, C.W. Zhou, M.G. Chapline, S. Peng, K.J. Cho, H.J. Dai,

Science 287 (2000) 622–625.
[98] R.J. Chen, Y.G. Zhang, D.W Wang, H.J. Dai, J. Am. Chem. Soc. 123 (2001)

3838–3839.
[99] J. Kong, M.G. Chapline, H.J. Dai, Adv. Mater. 13 (2001) 1384–1386.

[100] K. Besteman, J.O. Lee, F.G.M. Wiertz, H.A. Heering, C. Dekker, Nano Lett. 3
(2003) 727–730.

[101] Z.H. Chen, J. Appenzeller, J. Knoch, Y.M. Lin, P. Avouris, Nano Lett. 5 (2005)
1497–1502.

[102] B. Chen, H. Liu, X. Li, C. Lu, Y. Ding, B. Lu, Appl. Surf. Sci. 258 (2012)
1971–1975.

[103] Y. Yao, X. Chen, H. Guo, Z. Wu, Appl. Surf. Sci. 257 (2011) 7778–7782.
[104] Y. Ohno, K. Maehashi, K. Matsumoto, Biosens. Bioelectron. 26 (2010)

1727–1730.
[105] I. Jung, D. Dikin, S Park, W. Cai, S.L. Mielke, R.S. Ruoff, J. Phys. Chem. C 112

(2008) 20264.
[106] S. Basua, P. Bhattacharyyab, Sens. Actuators B 173 (2012) 1–21.
[107] G. Lu, L.E. Ocola, J. Chen, Appl. Phys. Lett. 94 (2009) 083111.
[108] J.T. Robinson, F.K. Perkins, E.S Snow, Z Wei, P.E. Sheehan, Nano Lett. 8 (2008)

3137.
[109] M. Shafiei, M.P.G. Spizzirri, R. Arsat, J. Yu, J. du Plessis, S Dubin, et al., J. Phys.

Chem. C 114 (2010) 13796.
[110] N. Mohanty, V. Berry, Nano Lett. 8 (2008) 4469–4476.
[111] C-H Lu, H-H Yang, C-L Zhu, X Chen, G-N. Chen, Angew. Chem. Int. Ed.,

48, 47.
[112] J.W. Gardner, M. Craven, C. Dow, E.L. Hines, Meas. Sci. Technol. 9 (1998)

120–127.
[113] R. Gutiérrez-Osuna, H.T. Nagle, B Kermani, S.S. Schiffman, Pearce Schiffman,

Nagle Gardner (Eds.), Handbook of Machine Olfaction: Electronic Nose
Technology, Wiley-VCH, Weinheim, Germany, 2002.

[114] K. Fukunaga, Introduction to Statistical Pattern Recognition, 2nd Edn, Aca-
demic Press, San Diego, CA (1991) 300–364.

[115] RO Duda, PE Hart, DG Stork, Pattern Classification, 2nd Edn, Wiley, New York,
2000.

[116] J. Doak, 1992, An Evaluation of Feature Selection Methods and their Applica-
tion to Computer Security, Univ. California, Davis, Tech. Rep. CSE-92-18.

[117] S. Haykin, Neural Networks: A Comprehensive Foundation, 2nd Edn,
Prentice-Hall, Englewood Cliffs, NJ (1999) 1–50.

[118] T. Masters, Advanced Algorithms for Neural Networks, Wiley, New York
(1995) 307–330.

[119] T. Garg, R. Porwal, Int. J. Eng. Sci. Adv. Technol. 2 (2012) 250–255.
[120] K. Galatsis, W. Wlodarski, Encyclo. Sens. 2 (2006) 1–11.
[121] B. Mueller, A. Dahms, Bitter, F.A. Wargocki, B.W. Olesen, H.N Knudsen, et al.,

Klimatechnik 44 (2008) 36–41.
[122] J. Hayes, C. Slater, B. Kiernan, C. Dunphy, W. Guo, K.T. Lau, et al., Proc. Soc.

Photogr. Instrum. Eng. 6755 (2007) 1–8.
[123] F. Li, Q.-H. Meng, J.-W. Sun, S. Bai, M. Zeng, Amer. Instit, Phys. Conf. Proc. 1137

(2009) 3–9.
[124] M. Modrak, V. D'Amato, M. Doorn, R. Hashmonay, W. Vergara, et al., Proc.

WEF Tech. Exhib. Conf. 79 (2006) 7200–7205.
[125] R.J. Valente, R.E Imhoff, R.L. Tanner, J.F Meagher, P.H. Daum, et al., J. Geophy.

Res. Atmos. 103 (1998) 22555–22568.
[126] S. De Vito, E. Massera, M. Piga, L. Martinotto, G. Di Francia, Sens. Actuat. B

Chem. 129 (2008) 750–757.
[127] G.F Fine, L.M. Cavanagh, A. Afonja, R. Binions, Sensors 10 (2010) 5469–5502.
[128] I. Elmi, S. Zampolli, E. Cozzani, F. Mancarella, G.C. Cardinali, Sens. Actuators B

Chem. 135 (2008) 342–351.
[129] T. Kida, A. Nishiyama, M. Yuasa, K. Shimanoc, N. Yamazoe, Sens. Actuators B

Chem. 135 (2009) 568–574.
[130] E.J Severin, B.J. Doleman, N.S. Lewis, Anal. Chem. 72 (2000) 658–668.
[131] A. Heilig, N. Bârsan, U. Weimar, M. Schweizer-Berberich, J.W. Gardner,

W Göpel, Sens. Actuators B Chem. 43 (1997) 45–51.
[132] E. Llobet, R. Ionescu, S. Al-Khalifa, J. Brezmes, X. Vilanova, X. Correig, et al.,

IEEE Sens. J. 1 (2001) 207–213.
[133] K. Ihokura, J. Watson, 1994, The Stannic Oxide Gas Sensor, Principles and

Applications, Boca Raton, Florida.
[134] M. Rapp, J. Reibel, A. Voigt, M Balzer, O. Bülow, Sens. Actuators B 65 (2000)

169–172.

J. Gutiérrez, M.C. Horrillo / Talanta 124 (2014) 95–105104



[135] H.P. Hsu, S.J. Shih, Sens. Actuators B 14 (2006) 720–727.
[136] J.W. Grate, S.J. Patrash, S.N. Kaganove, Anal. Chem. 71 (1999) 1033–11033.
[137] A.J. Ricco, R.M. Crooks, G.C. Osbourn, Acc. Chem. Res. 31 (1998) 289–296.
[138] H.P. Hsu, J.S. Shih, J. Chin. Chem. Soc. 53 (2006) 815–824.
[139] H.P. Hsu, J.S Shih, J. Chin. Chem. Soc. 54 (2007) 401–410.
[140] M.B. Eisen, Proc. Natl. Acad. Sci. USA 95 (1998) 14863–14868.
[141] R.R. Sokal, C.D. Michener, The University of Kansas Scientific Bulletin (1958)

1409–1438.
[142] H. Liu, H. Zhong, N. Karpowicz, Y. Chen, X. Zhang, Proc. IEEE 95 (2007)

1514–1527.
[143] J.F Federici, B. Schulkin, F. Huang, D. Gary, R. Barat, F. Oliveira, D. Zimdars,

Semicond. Sci. Technol. 20 (2005) 266–280.
[144] H Liu, Y. Chen, G.J. Bastiaans, X. Zhang, Opt. Express 14 (2006) 415–423.
[145] J. Chen, Y Chen, H G Zhao, J Bastiaans, X Zhang, Opt. Express 15 (2007)

12060–12067.
[146] M.R. Leahy-Hoppa, M.J. Fitch, X. Zheng, L.M. Hayden, R. Osiander, Chem. Phys.

Lett. 434 (2007) 227–230.
[147] T. Lo, I.S. Gregory, C Baker, P.F Taday, W.R. Tribe, M.C. Kemp, Vib. Spectrosc. 42

(2006) 243–248.
[148] J. Sarah Caygill, F. Davis, S.P.J. Higson, Talanta 88 (2012) 14–29.
[149] B.C. Singer, et al., Environ. Sci. Technol. 39 (2005) 3203–3214.

[150] A.T. Nimal, et al., Sens. Actuators B 39 (2005) 399–410.
[151] J. Marti, et al., 2009, Proceedings of 2009 Spanish Conferenceon Electron

Devices, Santiago de Compostela, Spain, 11–13, pp. 305–308, IEEE Catalog.
Num. CFP09589.

[152] L.C Pacheco-Londono, W. Ortiz-Rivera, O.M. Primera-Pedrozo, S.P Hernandez-
Rivera, Anal. Bioanal. Chem. 395 (2009) 323–335.

[153] J. Yinon, Anal. Chem. 75 (2003) 98–105.
[154] M.C. Horrillo, J. Martí, D. Matatagui, J.P. Santos, I. Sayago, J. Gutiérrez, Sens.

Actuators B 157 (2011) 253–259.
[155] Q. Ouyang, J. Zhao, Q. Chen, H. Lin, Food Chem. 138 (2013) 1320–1324.
[156] I Zuraa, D Babi, M.D. Steinbergc, I. M Steinberg, Sens. Actuators B 193 (2014)

128–135.
[157] C. Tasaltin, F. Basarir, Sens. Actuators B 194 (2014) 173–179.
[158] P. Wolkoff, Int. J. Hyg. Environ. Health 216 (2013) 371–394.
[159] V. Bhasker Raja, Harpreet Singhb, A.T. Nimalb, M.U. Sharmab, Vinay Guptan,

Sens. Actuators B 178 (2013) 636–647.
[160] Q.N. Abdullah, F.K. Yam, J.J. Hassan, C.W. Chin, Z. Hassan, M. Bououdina, Int. J.

Hydrogen Energy 38 (2013) 14085–14101.
[161] Hyo-Joong Kim, Jong-Heun Lee, Sens. Actuators B 192 (2014) 607–627.
[162] C.M. Hangarter, N. Chartuprayoona, S.C. Hernández, Y. Choab, N.V. Myunga,

Nano Today 8 (2013) 39–55.

J. Gutiérrez, M.C. Horrillo / Talanta 124 (2014) 95–105 105




